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EXTENDED ABSTRACT 

Generative AI (GenAI) systems such as Large Language Models (LLMs) or Large 
Multimodal Models (LMMs) have already become pervasive in many areas of our lives. 
With large firms such as Ubisoft and Xbox currently investing considerable resources, 
and with highly visible showcases and prototypes such as NeoNPCs (Ubisoft 2024) or 
AI People (GoodAI 2024) appearing more and more frequently, it stands to reason that 
GenAI will also play a major role in game development and gameplay in the not-too-
distant future (Shaker et al. 2016; Fuchs and Sudman 2019; Thompson 2024). 
However, implementing GenAI in videogames also brings new kinds of challenges to 
games and gaming, not all of which are addressed by existing regulatory frameworks. 
In addition to optimizing performance and ensuring legal compliance, it is therefore 
important to consider the ethical implications of using GenAI in videogames. In our 
paper, we examine present and future uses of GenAI in videogames from an ethical 
perspective, focusing on the creation of character models and conversational AI as 
two of the most promising applications at present (Gallotta et al. 2024; Sas 2024; 
Yannakakis and Togelius 2024; Yang et al. 2024).  

The overall goal of our research is to develop a set of ethical guidelines to help game 
designers make informed decisions about when and how to use GenAI for creating 
videogame characters. To do so, our analysis proceeds in three steps. First, based on 
a review of existing ethical frameworks (e.g., Hagendorff 2020; AIEIG 2020; Canca et 
al. 2024; Melhart et al. 2024), we conceptualize a set of key values to guide a value-
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sensitive approach to creating NPCs with GenAI, with fairness, sustainability, 
transparency, and privacy protection as our main contenders.  

Fairness seeks to ensure the just distribution of the costs and benefits of AI. In AI 
ethics, it has also taken on a more specific meaning as the mitigation of discriminatory 
biases (Barocas et al. 2023; Buolamwini and Gebru 2018; Mehrabi et al. 2021). 
Context-sensitive approaches must be attuned to power imbalances—from 
stereotypes encoded in chatbots and image generators to so-called “click-work” in the 
Global South (Tacheva and Ramasubramanian 2023). Using fairness as a value for 
creating videogame NPCs with GenAI thus also means paying attention to the labor 
conditions within and beyond the gaming industry, to the epistemic injustices that 
may become encoded in the game, and to the ways the game is distributed to and 
used by different player communities.  

Sustainability, here understood mainly in the sense of environmental sustainability, 
ties in with the increasing research interest in videogames’ relation to planetary 
health and the ecosystem. As is well known, training and using GenAI requires vast 
amounts of energy and other resources and fuels forms of extractivism (Crawford 
2021). This necessitates careful consideration of the environmental costs of using 
GenAI (e.g., by choosing more sustainable models where possible), though it also 
seems worth exploring the potential of AI-powered games to promote environmental 
awareness in players (Zhang et al. 2025). 

Transparency refers to the explainability and interpretability of the system by 
different stakeholders (AIEIG 2020). Game designers, for instance, should receive 
information about the capabilities of the system and its intended and unintended 
uses, or the data used to train it, while players must be made aware of if and when 
they are interacting with an AI system (rather than, say, another player or a scripted 
NPC) in a videogame. Key questions thus include which aspects of the AI system and 
its implementation within the game should be made transparent, and how this could 
be achieved—with common approaches in other areas of AI design ranging from 
datasheets and model cards to labelling systems (e.g., Gebru et al. 2021).  

Privacy typically concerns data protection and the right to control personal 
information (e.g., Nissenbaum 2010; European Union 2016). Gaming devices already 
collect or infer an astonishing amount of player data, including sensitive information 
about age, gender, emotional state, or even health (Kröger et al. 2023; Melhart et al. 
2024). The widespread adoption of GenAI will likely increase the gaming industry’s 
hunger for “Big Data” and exacerbate existing concerns about privacy. Regarding the 
ethical use of GenAI in videogames, developers must consider questions of informed 
consent, identifiability, access to data, or future uses of the data—both for the 
training data and the data collected during gaming sessions (Ostritsch 2019).  

Moving on to the second step in our research endeavor, we seek to bridge the gap 
between theory and practice by supplementing our ethical analysis with an interview 
study. Based on grounded theory models (Charmaz 2006), we conduct semi-
structured interviews with professionals that already use GenAI for NPC design or 
consider doing so in the near future. The interviews are subsequently transcribed and 
analyzed using MAXQDA. During the first, exploratory phase of the interview study, 
we gained insights into the ethical and practical concerns that shaped game designers’ 
engagement with AI systems. We also used the advantage of semi-structured 
interviews to ask questions that are more open, which helped us uncover angles 
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perspectives that did not emerge as clearly from our literature review—such as game 
designer’s emphasis on solidarity with fellow artists when it comes to questions of 
copyrighted training data, or the fact that ethical requirements may differ significantly 
depending on the game genre. This first round of interviews will be followed by a 
second, refined interview study.  

As a third and final step, we will consolidate the findings of our ethical analysis and 
the interview results and use them to develop a set of ethical guidelines for a value-
sensitive approach to using GenAI in videogames. By combining theory with insights 
from practice, we hope to not only provide inspiration for future research but also to 
create a blueprint for ethics guidelines that can be circulated among stakeholders and 
form the basis for guidelines, policies, and frameworks that help implement ethical 
values in game design.  
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