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EXTENDED ABSTRACT 

This paper explores the entanglements between morality, empathy, and artificial 
intelligence, asking how contemporary videogames mobilize different forms of 
empathy in their representation of AI characters. Introducing a taxonomy of three key 
configurations of representing AI characters, we show how videogames respond and 
adapt to cultural imaginaries of AI. While most research to date focuses on players’ 
bond with the avatar (e.g., Wilde 2024), the focus of this paper lies with non-playable 
characters (NPCs). Here, we see a strong connection between empathy—an affective 
and/or cognitive perspective-taking of another’s position—and morality, understood 
in this paper as moral intuitions, an intrinsic feeling of ‘right’ and ‘wrong’ based on 
one’s emotional engagement (Joeckel et al. 2012). 

The connection between morality and empathy is a bone of contention across 
disciplines. Proponents of empathy see it as a distinctly pro-social skill that fosters a 
more positive and reflective engagement with diverse life realities (Smith 2011; Song 
2015). Conversely, critics of empathy highlight how our imaginative engagement with 
morally flawed or even downright evil characters can invite us to identify with their 
motivations and downplay or justify their wrongdoing (Vaage 2023). In game studies, 
important criticism has been raised against the notion of games and VR as “empathy 
machines,” pointing to their tendency to appropriate and commodify Othered 
experiences (Nakamura 2020; Ruberg 2020; see also Foxman et al. 2021). 

The addition of AI accentuates these frictions in two interrelated debates, which, 
rather interestingly, link questions around the moral status of AI to its empathic 
relationship with humans. The first debate is concerned with the potential status of 
AI as moral agents, which many scholars deny precisely because AI systems lack 
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human-like moral emotions such as empathy (Coeckelbergh 2010; Merriam 2021). 
However, recent studies in psychology show that most people consider AI to have 
agentic mental capacities and hold it morally responsible in cases of normative 
decision-making, thereby attributing moral agency to it (Gray et al. 2007; Sullivan and 
Fosso Wamba 2020; Ladak et al. 2024). Regardless of where one stands in this debate, 
it is hard to deny that conversational and companion AI are capable of giving a 
convincing impression of empathic understanding (McStay 2018). 

The second debate shifts the focus to the potential status of AI as moral patients. Once 
again, people’s intuitive response to the question of whether AI should hold moral 
rights seems to depend less on the system’s ability to actually experience emotions 
and more on whether we empathize with it. As demonstrated by the ELIZA-effect, 
humans tend to anthropomorphize AI (Coeckelbergh 2022; Dillon 2020; Natale 2021) 
and experience emotions such as empathy or even love for it (Chen et al. 2023; Epley 
et al. 2007; Song et al. 2022), which engenders a sense of responsibility and moral 
obligation.  

This gap between cultural imaginaries and the actual capabilities of AI systems 
indicates more than just a lack of AI literacy. Rather, AI narratives and imaginaries 
address distinctly human concerns, which reframes them as testing grounds for 
negotiating values and for formulating an ethics for the digital age (Caracciolo 2022; 
Friedman 2021; Gunkel 2024). In this context, the fictional worlds of videogames and 
other media become important sites to engage with these kinds of moral 
conundrums. 

To highlight the various entanglements of empathy, morality, and AI in contemporary 
videogames, this paper provides an anthological study of potentially empathic 
encounters with AI NPCs. In partial contrast to polarized discourses about humanizing 
or threatening portrayals of AI highlighted in much of the existing research (see 
Hennig 2020; Hermann 2023 for overviews), we argue that the various roles in which 
we encounter AI characters afford a broader scope of imaginative and emotional 
engagement. To illustrate this point, we analyze a heterogeneous corpus of games 
that foreground human-AI relationships. Our close readings focus on how these 
relationships mobilize player empathy and shape moral perceptions of the AI systems. 

Three key configurations of representing AI NPCs condense our interdisciplinary 
approach: (1) AI companions, such as Halo’s Cortana (Bungie 2001), often take on the 
roles of helpful sidekick and comic relief, encouraging empathic engagement from an 
other-oriented perspective. In most cases, emotional engagement is facilitated and 
reassures players in their moral intuitions. Yet, questions of the AI’s moral agency can 
also become (deliberately) complicated, as players lack “insight” into them (e.g., 
Tacoma, Fullbright 2017). (2) AI opponents and overlords are among the most iconic 
AI NPCs and typically function as threats that must be overcome (e.g., Portal, Valve 
2007). While such characters should fail to engage players’ empathy, some complicate 
this failure by relying on frustrating and painful forms of empathic engagement tinged 
with pity, guilt, and shame (e.g., Nier: Automata, Platinum Games and Virtuos 2017). 
(3) Representations of AI as posthuman Other raise questions about assemblages of 
human-nonhuman relationships that invite demanding forms of empathy. Games 
such as Cyberpunk 2077 (CD Projekt RED 2020), Norco (Geography of Robots 2021), 
or Citizen Sleeper (Jump Over the Age 2022) represent AI not merely as a secondary 
asset but as commensurably complex beings. Players’ relationships to these NPCs 
invite them to explore and negotiate forms of posthuman subjectivity and kinship that 
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dispense with seemingly natural but increasingly unsuitable binaries between human 
and non-human and organism and system (Gunkel 2024). 

As this preliminary overview shows, representations of AI characters in contemporary 
videogames challenge simplistic conceptions of empathy (Bogost 2011; Leake 2014), 
instead asking for alternative forms of engagement, such as difficult (Leake 2014; Van 
Lissa et al. 2016) and hard empathy (Kreitler 2024), or even a lack of empathy, from 
players. Bringing these configurations into conversation with close analyses of 
selected games’ ludonarrative and audiovisual aesthetics, this paper explores how 
players’ imaginative perspective-taking shapes their perceptions of AI as moral agents 
and/or patients. These perceptions may ultimately be quite revealing regarding moral 
concerns around digital technology and societal change in our present day and age. 
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